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R SO :égéennan‘}léég)fhas'discuSSedithe_use aad interpretaticv> of item

© disci¥imination indices in the evalyation of criterion-réferenced tesis.

G N

'He‘r§§§ﬁmends,the use»bf-the-indeﬁuﬁ; and a more.éeneral index Bi, both

A e

of ﬁhiéh,represent the»differenﬁé'in‘percent correct between upper andi

(2
T

;lower groups of students dichotomized ‘on the basis of total test score. .
. . ; |

In the case of ‘D; “the students are: d1V1dcd Ante two equal groups, while

+

rmitswthe1use-o£.any,two~groupv31zes~1“ Brénnan rightly points out

+
F NI ARG i 20 e B T

t
R e s .

“~thfeé important features which recommend the use of D. and Bjs (1) they ‘

A b W N

s> e

mea* ré degree of d1scrim1nation 1n direct correSpondence toa W1de1y

acceprable 1ntu1t1ve notion of the meaning of discrimlnatlon, (2) thej

are :s 1y computable and interpretable by unsophisticated users, and
,(d) they are distribution free, and do not. require qucstionable assump-
.tions or hazardous approxrmations in the1r tests of 31gn1£1cance
. There are, however, three aspects o£ D and Bj which seriously o -
detfact from their value as measures of item discrimination. First, the’

dichotomization of the total score variable discards information on

[l

L T e s R A R St

discriminations among‘students in the upper,group and among students in

Kogtuds arqged ate

the 1léver groﬁp. This results in indices 1arge1y sen31t1ve to discrim- 3

ination in the region of the divisiou between upper and lower groups.

fyven

I

As Brennan himself ooints out, groups used in the evaluation of criterion-

. . 'referénced tests are rareiy large, so.'that any substantial loss of

1 At times Brennan appears to confusc defects of proposed tests of
significance for D with defects of D as a measure of discrimination.
Since D is only a special case of Bj, any advantage claimed for Bj is
equally truc of D, and any test procedure recommended for Bi is equally

' applicable to D,

.
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»iﬁformation is strictly to be avbidéd oecondly, the use of D and Bi

requires the: evaluator to . select -a cutoff between lower and upper groups.
No criteria for this selection have been offered so0 thaL even ‘the most

experienced evaluaLor is confronted w1th a seiious problem of Judgman

Furthermore 31nce “the values of ‘tlie Bl 1nd1ces a1e markedly affected by
the cutoff decision, the comparability of.the Bl iﬁdices from one test to
another is impaired o 7

‘ Finally, ‘thére- is a. third d1f£1culty which i not unique to D and Bl,

-

iw”ﬁich ,shared by most*indices of\item discrimination. Tnat d1f£1~

B *culty is. the spuriously high correlations -which result from the fact that

the item itself contributes to the total sc¢ore. Unléss a correction is

—a

B introduced,cobtained values of D and Bi are positively biased, and the

bias may be pronounced wher only a few 1tems contribute to total scores, .

.
o~~~

as: is usually the case for short criterion -referenced tests,
A discrimination index based on rank order correlation will be

presented in the sections which follow. It will be shown to retain the

advantages of the D and Bj indices, while avoiding their defects.

Rank-biserial correlation

A measure of correlation-between a ranked variable and a dichotomy
- was developed by Cureton (1956, 1968). Thie measure; called the rank-
biserial correlation, Yrp, is functionally analogous to the point-
biserial r, but is closely related to Kendall's tau, be1ng based on the
number of agrcements and disagreements in rank order bctween the two
variables, For the purpose of determining correspondence between rank

orders, the dichotomy is considered to be a categorization into two ranks

with multiple ties (Whitfield, 1947). . !
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‘," ‘Consider the tabulation grven below, where Y is the rank varlable

L( for exghple, ranks of the students on tota1 score) and X is the

d”chotomy (X 1 representino a coirect response to a test item, X = 0 an

.
- .

X and Y agree in ranking any.pair of students when

“the higher ranked on Y obtained a correct response, and' the léwer ranked
o L q ,

¥,(kanks) .

yoﬁtained an incorrectrresponse. Thus for erery rank with k =1, there*

‘ 1is'an agroement ior*every lower rank Vhich appears with X = 0, The number
.'of agreements for the ranks of 1, 2, 4, and 7 are 6, 6, 5, and 2 respec-
“tively. . ‘ - N - -

- on the other hand, a disagreément in rank occurs when the student +
Ehigher ranked on Y obtained an jncorrect response, and the lower‘ranked
obtained a correct response. Thus, for every rank with X = 0, there is a
disagreement for every ;gggr rank with X = 1, The number of disagreenonts
‘for the ranks of 3, 5, 6, 8, 9, and 10 ace 2, 1, 1, o*, 0, and 0
respectively, R

: a ’-Cureton defined ryp as follows: ryp = (P-Q) /P max where P is the
total number of agreements, Q is the tota1 nunber of d1sagreements, and Pmax
is the maximum possible valve of P. It should be noted that the numerator
or ryp is.the same as the numerator of Kendall's tau, the two measures

differing only in the denominator. In the case that no ties on Y occur

Pmax = n] ng, where nj] is the number of.ranks having X = 1, and no is

»
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?Ehe nhmber of ranks having X = 0, The denominator. of ryl, was chosen to

<

nsure thaL the poss1b1e range of values of 1 was obtainable under .all

4 '-he»

circumsLances. Kendall's tau does rot necessarily attain these limits

when the re1at10nsh1p between X and Y is perfect. For example, when

\5 = 5, n] =2, and ng = 3, and the ranks 1 and 2 have scores of X = 1,
B ! 20-4- >
rfb -1, but’ T - +77.%or thetdata—above, Trb = (4)(6) = .67. .

" Glass (1965, 1966) presenLed a s1mp11£1ed ‘computational procedure

f ffor rrb uscful vhen no -ties on'Y occur. Rather than counting agrecments
. \

. an fdisagreements as above, it is necessary on1y,to compute Y1 and Yo, the

)

‘méan ranks for X = 1 and'X = 0 respectively, Then reb = 2(Yo - Y1)/n.
However, this’ simp11£1cation will rarely apply to short criterion-

. referenced tests, particularly when the sample size is large, since many’

»

students will obLain identical total scores and be assigned tied ranks.

‘Cémputatibn,bf ryb with tied ranks _ .

" . A correction to Ppax must be maoe when ranks are tied.l If there is
a(perfect relationshih between X:and Y, agreements are Jost among tied
ranks at the point of division between the nj upper ranks and the ng lower
ranks. In the example given below, therec are 6 ranks tied at the point of

division, four having X =.1 and 2 having X = 0.

T X=0 45 45 8 9 10
- x = 1 .1 4.5 405 4.05 .405

There are (4)(2) = 8 possible agrcements lost as a result of the tied
ranks. If t1 is the number of ranks with X = 1 tied at the division, and

to the number with X =70, then Pyax = ning- t1tQ.-

-
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Co,mputa t‘fomo’feff’is in:a frequency dis L:ribution

e

When a blvariatc fre;ucncy distribution is avallable a 51mp1e

.’ 1

computatlonal ‘procédure may. be’ foliowed Whlch incorporate" the correction

i ~‘ggr tles,'anduevcn:avoids the asslghment of ranks to the Y variable,

o

—r

The notatlon for the bivarlate clstrlbutlon shown be]ow representv the

frequency of correcL and incorrect responses for each possiblc oLal score,

. =§}ogg-w1thgcumu1atiye freguencies for‘cqrrect—aud incorrect responses,

'3&3 giz$cgre COrrch T CumuLaLive .' Incorrch Cumulative
s Frequency Frequency Frequency - Frequency
yk : flsk . fl;k io,k Fo’:k
o Ykl | Cfikel | FpEel . £0,k-1 FO,k-1
1 . : 1 1 , 1 1
1 . 1 T 1 1 1
e ' T ' ' '
2 - . Hy F1,i . fo,1 . Fo,i-1
3 | B . [} ] ] R ] '
[ 3 ] ? | I [ ]
{J ] ] L] {J -4
] - [} ] [} ]
] [} L § ] ]
] [} ] [} ]
Yy £1,2 F1,2 £0,2 Fo,2
. N £1,1 F1,1 £0,1 Fo,1

Note, of course, that the cumulative frequencics F1,i = é f1 ,j and-

i
"Fo,1 = = fo,j. We will also require a symbol Fj for tbc marginal

§=1

cunulative frequency, Fi = F1,i + Fo,i. Then the number -of agreements

ara P =i§1f1,1 FO,i-i: and the number of disagrccmcnts Q =i§1fo,i F1,i-1.

To -obtain to and ty, examine the marginal frequcncies to £ind F and

Fi-l for whlch Fl no F1-1. Then t] = nj - Fi and tQ = ng ~ Fi-l.
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Since my = Fy ) and ng = Foi, Pnax = 8ing = t1to = Fy xFo k -

’

1 Y ,’.‘_

Y

T (F1,k - FDCFo,k - FI-1 = F1,kFo,k = F1,kFo,k *+ F1,KFi-1 + Fo,irf -

e o % * g
vﬁﬁ"; = Fi,kFi-1 + FO,kFi - FiFi-l. Thus ryj, becomes, in frequency
dié’ti:ibqgiomnotation s ©
| 1-2-;1 v(fl’i—"Fo’,i‘I - foainlai:‘l)
rrb = 25 . RN .

© F1;kFj<1 * Fo,kF§ - FiFi-1

f*:nmquﬁuggaﬁmumgwmwumr=7&Q=ao
Ei: ;234?}."1 = 8:.'?.‘;'51!‘: 12, and Fo;k = 8, '

a0 . 53
(12)(8) + 8(12) ~ (8)(12) 96

= .55

¥

Thus Zpp =

’

e
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Yy f112  fo,1 Fl,4  Fo, Fg £1,1%0,1-1 Fo,1F1,1-1

T ] :
10 1 06 - 1 8 20 8 o .
91 ' 0 11 8 .. ‘19 - 8 0
& 1 0 0. 8. 18 8 0
P 1 1 9 8 1 7 8
2 1 8 7 15 12 6
4 o 6 6 12° 2% 0
0 3 2 6_" 9’ 0 6
2 0 2 3 5 6 0
0 1 0 3 3 - 0 | 0
1 .0 "1 0 2 2 o. 0,
0 0 1 0 1 1 _o_ 0
73 7C

Thié‘value may be compared with rpb = ,50 and D = ,40 for the same data, f

* AISO Bl = 063 Bz = 067, 33 = 071. Bl‘ = 67, BS = 058, B6 = 025, B7 = 027.

88 = .47, Bg = .44 and By = .42 where the aubscript refers to the lowcst
value of Yj included in the "upper" Sroup, It is interestiny to note that

the highest values of By occur with cutoffs below the median, wherecas most

- evaluators would place the cutoff above the median in distinguishing

"acceptable" from "unacceptable" levels of performance,

COrrection for_spurious correlation

Idke other item discrimination indices, rrb will be subjecet to
spurious correlation arising from the contribution of the item to the

total score, if the computational procedure given above is followed.

.
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liowc\}crg the fornula for the fre&ucncy distribution’ computation is

N
.
£ g it T DT AT A e St g

easily modified to eliminate the bias duc to suprious corrclation,

’ H
Since-the total score is increascd by onc for t:hosc vho have a correct

'responso on the ttem, the same comput:at:ion procedure may. be followed if
the tot:al score is simply rcduccd by one for all sLudcnts having a
- correct response, In terms ot the frcqucncy distribution, the reduction

s:lmply requires oach frequoncy and cuumlat.ive frequonc:.cs in the columns

R et e i B sl 60 b ! 9t
-

for. corroct response t:o ‘be shiftcd doun to the next lower score, and t:hc
comput:ation of a new set of marginal cumuletive Irequoncics. 1£ this is :
doncr,,‘:t:‘he formulas (s}t:ill using ‘the original— notation) bocomc:
x }5
P=% f1,iF0,5-2 md Q=% f£o iFy g

i=1 — 3

* Y * * .
Puax % F1,k(FY,1-2 + ¥ 3.1) + Fo,k(F1,1-1 + Fo 1) j

. s ok * - e
= (F1,1.2 + Fo 5.1)(F] 5.1 + Fg )

;

* * . . * .* v ) t

where Fi,4 + Fo,i-1 2 2 F1,i-1 + FO,i. §
’ ¥

For the example above )

B=8+8+7+6+12+12+4=57, i

23 e

* e

Q=9+ 8+6
Fl,1-1+ Fo,0 = 6+ 6 = 12

Pf,i-z + Pﬁ,i-llz-. 2+3=5

57 - 23
Then  rrb = A2)(G) + (8)(1D) - (12)(5) .

-« in comparison with the uncorrected value ryp = ,55.

"
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The example demonstrates that the 2ffect of spurious correlation
can be very substarntial when the number of itoms is small, "It is

recomnended that the correccted formula

’

k ' : L
131 (.1,i-1F0,3-2 - fo, 1F1 i) -

Teb =

", k(F1 3-2 + Fo, 0.4-1) + Fo k(*l i-1 + Fo i) - (Fl s-2 + Fo 3-1)(F] 1.1+ Fp, 1)

s

t':p‘“bg used vhenever ryp is used as an ftem discrimination index.

'égdté* of significance

7 Several different approachcs may be taken in testing t:l\e statistical

) tign:lficance of ryb. 0uret:on (1956) suggested that the Mann-Whi. tney U-test

bc‘usAcd for t:his purpose (sece Siegel, 1956). The valuc of U employed as a

test-statistic c.orresponds"t:o the sma‘iler of the values of P or Q as

computed above, The tables of critical values of U given {n Siegel's bock
pr;o_iride exact tests so long as np<£ 20 and n; £ 20, and no ties appear in

. L4
the’ ranked variable. : .

In the case of ties, when n0<& 8 or n) £ 8, an appropriate procedure
is to perform an exact randomization test on P. The value of P is
1)
_det.etmincd for each of t:hc nl) -ﬁ?ﬁ-&? randomizations of the ranks
between the values of the dichotomy, w.ith the restrictinn, that n] ranks

-

. arc assigned to X = 1 and ng ranks to X = O, For an & % test, the

' '_dist:ribyt:ion of possible values of P is used to determine if % Q7% or less

of the values are equal to or more extreme ‘than the observed value of P.

If this is the case, the observed value is declared significant,
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“Except for véry small values of n = ng + nl , or extreme splits

Co- Abét:_v'&j’e’en ng and n] , the computational labor of the exact randomization

test is excessive due to the large number of values of P to be computed,

.

' even when performed by a digital computer, Where the cost of computer
- _time-is excessive, the only alternative available is the approximate
* " Mjackknife" technique. The details of a "jackknife" solution are too

e 'léiiég;};ive to. be presented here, ‘and the reader is referred to the

-

" discussion by Nosteller and Tukey (1968).

} ‘When n] > 8°and n2 > 8, whether or not ties are prescnt, a very
ﬂ@'ﬁé_tiéfactory normalvapproxima\'tion may be employed. Under the null
‘zjgjpotﬁesis, P - Q will be approximately normally distriimted with mean

¢ = 0 and variance ’ -

-2 n 3 "k 3
. - = ]_no - - -
P T men [ nTr G fi).] _

_as given by Kendall (1962), where f; refers to the marginal frequency of*

occurrence of Yi. The approximation is further improved by the

incorporation of a correction for continuity reducing P - Q in absolute

value. Thus the test statistic F= e - Q' -C may be referred
A o P-Q

to tables of the unit normal distribution, where C is the value of the

correction for continuity.

b e

When no tied ranks are present C = 1, In other cases an approximatec

correction suggested by Kendall (1962) may be obtained from the following

formula. Let Yh and Y] be the highest and lowest scores in the

distribution with f, > 0 and fj > 0, respectively. Then

C=2n "fh-
2(g - 1)

£1  vhere g s the nunber of distinct Y; with £; >0,

‘%’&?&QR’J e o e g




The value of C givén by this formula is one-half of the avefggg distance
between adjacéné possible values of P - Q.
. In the example above, the value of P ~ Q = 3&; when corrected for

N ' spurious correlation. Values of fl*thfough fio are 1, 1, 3, 0,. 7,

2, 2, 2, 1, and 1, respectively, using f5 = £],j-1 + f0,i. Then

2" _ {12)(8 3 0033 -2 - (13 N - aro? _
o2q " '(%(‘;’é‘)‘%? [20 20 - (3 3) - (7 7) - 3(2 2)] .

"

© : .(8/955 [ 7980 - 24 - 336 -‘3(@] e - : L

= 8(7602)/95 =°640.168 : . o
-and gf-QA = 25.30. For therhighest and lovest score fj, = £1 = 1, and_the

number of di.cinct scores occurring is eight, giving g - 1= 7, Then
¢ =220)-1-1_1_,9
2(7) 7 i

and Z = 342;.§671.= Zg:gg = 1.24 indicating that r.} is not

. an -

significant at o = .05. It should be noted that the correction for

continuity is quite important in applications of ryp to tests with only a

few items, as illustrated here.

Comparison of ryp with D and Bj

"The basic nature of rrp is quite similar to D and B; in several
_‘;gsbects. All are based on the same intuitive notion of discrimination,
i.e., that an item discriminates (p&sitivé!y) between individuals whenever
their difference in response to the item corresponds to théir difference

in performance as ‘based on total score. The value of rrp is subject to

the following simple interpretation: ry}p is an estimate of the difference

between the probability that the rank order of two randomly selected

}“‘t‘ﬂ“f"" i K oo o Dy B e T8 d

Y
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individuals on total score and item will be in agreement, and the

probability -that their rank order on total score and item will be in

disagrecment. The D and B; indices are subJect to exactly the samc
interpretatlon, except that only two ranks of performance are recogn1zed
.on. the basis of total scorg,~i.e., an upper level and a lower 1eve1. In
fact,‘tbe‘computatiOnal formulas for D and Bj are merely special cases

of the ryp formula when the rank ordering is dichotomized. Since iyp,

D, and Bj are based only on ordering of performance, not on arithmetic

d1stances ‘between performance levels, all’are entirely d1er1but10n-free,
7be1ng 1nvarlant under any moénotonic transf01mat10n of the total scores.
D and Bj are slightly easier to compute, particularly when ties are
present in the rank order on total score., However, this computational
simplicity is pur;ﬁased at the expense of information lost as a result
of the dichotomization of the to:~' score rankiﬁg.' There does not seem
to be any logical reason that an.index of discrimination should ignore :

discriminations among students in the upper group, and among students in

“the lower group. "Since ryp incorporates all possible information on

discrimination obtainable from a rank oxrdering, it is to be preferred on
that basis if no other. Furthermore, rrp avoids entirely the difficulty

of judging an appropriate point of dichotomization of the total scores

_ which is involved in D and Bj.

The remaining advantages of r. concern technical statistical
properties. The dichotomization involved in D and Bj produce indices

.}
with greater sampling variabjlity and tests of significance of lesser

pover-efficiency. The power of the Mann-Whitney U used to test r¢b

is approximately 95% against normal alternatives.

b st wanarss >

R A B B i AT

i

',"‘;:4» \

¥




. e e e s e e

- .13

« The power~eff;ciency of.the:median test, which coirespon&s to the i
test for-ﬁ, is about 95% for n = 6, declining to_an asymptofic value of
637% as n'increases. Thus a sample size considerably larger than that
. used with ry}p is required if the test of D is.td have cqu{valeqt power,
,ﬁpless the sample éizes are very small,
| Einaliy, D and Bj, as presented by Brennan (1969), have not been

ﬁ@dified to correct for spurious correlétion. -Tbis fact not only
*iﬁrbduces a positive bi;s in the reported values of the indices, but also
E 3; =iﬁ?a1idates the ‘test of significance presented sy Brennan, ngle TR :
| _ {w6ﬁ16 be no more diffiCult’to modify the coﬁbutatibn'of D and Bj and their

- test proéedpre than it.was to modify ryp and its test, the.general

éuperiority of ryp would seem to make unnecessary the additional effort

" tequired to develop -such modifications.
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